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Quantum stochastic rectification arises from the dc response of a system subjected to both quantum noise
and a small, periodic sinusoidal voltage modulation. In this Letter, we demonstrate quantum stochastic
rectification by using inelastic electron tunneling spectroscopy with a scanning tunneling microscope
to monitor the conformational switching of a single pyrrolidine molecule adsorbed on a Cu(001) surface.
By applying quasistatic and nonequilibrium approximations, we elucidate the underlying dynamic
response mechanisms. Additionally, we establish a quantitative relationship between the critical driving
frequency in rectification measurements and the system’s relaxation time, facilitating the measurement of
rapid relaxation rates in single molecules.

DOI: 10.1103/dqfn-y77k

Quantum noise, a fundamental aspect of quantum
mechanics, can induce stochastic switching in two-level
systems. With the rapid advancement of quantum comput-
ing and communication technologies, the study of quantum
noise has garnered increased attention [1–5]. One method
to characterize quantum noise is by examining the inter-
action between a periodic force and stochastic systems
driven by this noise. The most recognized phenomenon in
such systems is quantum stochastic resonance, which
predicts maximum synchronization efficiency at a specific
periodic driving frequency [6–10]. Although the theory of
quantum stochastic resonance was established in 1994 [6],
experimental observations have only recently been reported
[9,10]. Investigating synchronization efficiency remains
challenging due to the limited detection speed of electron-
ics, especially when quantum stochastic dynamics occur at
the picosecond scale [11,12]. Consequently, measuring the
dc response of quantum stochastic systems through quan-
tum stochastic rectification has become an effective
approach. However, previous studies often overlook the
rectification term since it appears only as a second-order
approximation [13–16]. To our knowledge, the only theo-
retical study providing an analytic expression for stochastic
rectification is valid under specific conditions (see
Supplemental Material [17] for proof) [20], and a com-
prehensive study of quantum stochastic rectification has yet
to be undertaken.
We utilized a custom-built scanning tunneling micro-

scope (STM) to measure the rectification spectra, IRðVÞ,
of an isolated single pyrrolidine molecule adsorbed on a
Cu(001) surface at 10 K [Fig. 1(a)]. Figure S10B shows the
topography of a single pyrrolidine molecule. The adsorbed

pyrrolidine molecules exhibit stochastic conformational
switching, driven by external quantum noise from inelastic
electron tunneling, which introduces distinct nonlinearity
in the IðVÞ curve [21–24]. Rectification spectroscopy
captures this nonlinearity [25–27], revealing different
spectral line shapes at varying bias modulation frequencies.
We demonstrate that these phenomena are linked to the
dynamic response of the single molecule’s conformational
state probability. A quantitative understanding of the
rectification spectroscopy results was achieved by compar-
ing numerical and analytical solutions under different
approximations. We further measured IRðVÞ as a function
of bias modulation frequencies, IRðV; fÞ, and developed an
accurate analytical expression for stochastic rectification.
Additionally, we established a quantitative relationship
between the critical frequency of IRðV; fÞ and the relax-
ation time (T1) of the bistable two-level system.
Previous studies have shown that IRðVÞ of a single

molecule resembles its inelastic electron tunneling spec-
troscopy (IETS) because both spectroscopies measure the
nonlinearity in the IðVÞ curve, and their second-order
approximations are equivalent to ðd2I=dV2Þ [25–29].
The negative differential resistance (NDR) characteristic
of a pyrrolidine molecule in a tunneling junction contributes
to this IðVÞ nonlinearity [21–23]. Both IETS [Fig. 1(b)]
and IRðVÞ [Fig. 1(c)] capture the NDR near �368 mV.
Interestingly, the low-bias modulation frequency (low-f)
IRðVÞ resembles the line shape of IETS, but it differs
from the IRðVÞ obtained at high bias modulation frequency
(high-f). To understand these differences, it is necessary to
examine the origin of the NDR.
The pyrrolidine NDR features arise from its stochastic

switching between two conformational states, high (H) and
low (L) [Fig. 2(a)] [21–24]. We monitored this switching
process by recording the pyrrolidine tunneling current trace*Contact author: wilsonho@uci.edu
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with a constant tip height [Fig. 2(b)]. The high and
low current levels correspond to the molecule in H and
L states, respectively. The state-resolved IðVÞ relation
indicates constant conductance values for the H and L
states, σH and σL [Fig. 2(c)]. Moreover, the conformational
switching process can be facilitated by exciting C-H stretch
vibrational modes through inelastic electron tunneling

(IET) [21–23]. This effect causes a change in the transition
rates WH→LðL→HÞ, which are the inverses of the average
residence times tHðLÞ of the corresponding states (see
Supplemental Material [17]), as a function of bias at the
C-H stretch excitation energies [Fig. 2(d)]. IET asymmet-
rically influences the conformational transitions, resulting
in different kink positions and slope changes for
WH→LðL→HÞðVÞ as a function of bias [Fig. 2(d)]. This
asymmetry modulates the H state occupation percentage
[Fig. 2(e)] according to Eq. (1). The H state occupation is
also the probability of finding the molecule in the H state
long after any transition rate changes, denoted as nH;∞ (see
Supplemental Material [17]).

Hoccupation%¼ WL→HðVÞ
WL→HðVÞþWH→LðVÞ

¼nH;∞ðVÞ: ð1Þ

The total tunneling current is the statistical average of theH
and L state tunneling currents:

IðVÞ ¼ ½nH;∞ðVÞσH þ nL;∞ðVÞσL�V
¼ ½nH;∞ðVÞΔσ þ σL�V: ð2Þ
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FIG. 2. Pyrrolidine switching dynamics. (a) Schematic dia-
gram illustrating the switching between high (H) and low (L)
conformational states of pyrrolidine. (b) Constant tip height
current trace recorded over the center of a pyrrolidine molecule,
measured at a −78 mV sample bias. The high and low current
levels correspond to the H and L states, respectively. (c) State-
resolved IðVÞ obtained from the current traces. The slopes from
the linear fits (solid lines) indicate conductance values of
3.90 nS for the H state and 0.92 nS for the L state.
(d) Pyrrolidine transition rates as a function of bias. (e) H
state probability as a function of bias. The solid black curves in
(d) and (e) are fits based on the inelastic tunneling-assisted
switching model (see Supplemental Material [17] for fitting
details). The short vertical lines indicate the fitted vibrational
energies for the C-H stretch in the H (358 meV) and L
(365 meV) conformational states. Data in (d) and (e) were
obtained using the pulse count method developed for measur-
ing high transition rates (see Supplemental Material [17]).
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FIG. 1. Inelastic electron tunneling spectroscopy (IETS) and
rectification spectroscopy of a single pyrrolidine molecule on
Cu(001). (a) Schematic diagram of the rectification measurement
setup. The high-frequency ac bias modulation was square-wave
chopped at 320 Hz (chopping frequency) and applied to the
Cu(001) substrate with a dc bias. The rectification current was
extracted using a lock-in amplifier to measure the tunneling
current oscillating at the chopping frequency. All rectification
measurements were performed with 320 Hz chopping of the ac
carrier oscillation, with an amplitude of 14.1 mV measured
outside the vacuum system and applied to the bias. (b) IETS of
pyrrolidine recorded using the conventional second harmonic
lock-in technique [28], with a sinusoidal bias modulation of
320 Hz and an amplitude of 14.1 mV. (c) Rectification spectra of
pyrrolidine at two carrier frequencies (1 kHz and 25 MHz). All
pyrrolidine measurements presented in this Letter were con-
ducted with a −500 mV=1 nA setpoint and an open feedback
loop unless otherwise specified.
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In Eq. (2), we use the normalization condition
nH;∞ðVÞ þ nL;∞ðVÞ ¼ 1, and Δσ ¼ σH − σL. As electron
energy increases, the rapid decrease of nH;∞ around
−368 mV [Fig. 2(e)] causes a decrease in the total
tunneling current, leading to NDR.
The NDR features in the low-f IRðVÞ appear as a peak at−368 mV with an overshoot at lower bias [Fig. 3(a)].

In contrast, high-f IRðVÞ shows a stronger signal on
the low-bias side of the NDR feature, resulting in a wider
peak [Fig. 3(a)]. To reproduce the IRðVÞ line shapes, we
introduce a set of differential equations [Eq. (3)] to char-
acterize the time evolution of state probability, nHðLÞðV; tÞ,
under a sinusoidal bias modulation, Vm cosð2πftÞ.

∂

∂t

�
nHðV; tÞ
nLðV; tÞ

�
¼

�−WH→LðV þ Vm cosð2πftÞÞ WL→HðV þ Vm cosð2πftÞÞ
−WL→HðV þ Vm cosð2πftÞÞ WH→LðV þ Vm cosð2πftÞÞ

��
nHðV; tÞ
nLðV; tÞ

�
: ð3Þ

According to Eq. (2), the tunneling current with bias
modulation, IðV; tÞ:

IðV; tÞ ¼ ½nHðV; tÞΔσ þ σL�½V þ Vm cosð2πftÞ�: ð4Þ

The dc component of the tunneling current, IRðVÞ, is
measured in the presence of ac bias modulation [26]:

IRðVÞ ¼ f
Z

1=f

0

IðV; tÞdt − IðVÞ: ð5Þ

By combining Eqs. (4) and (5), and the numerical solution
to Eq. (3), we calculated the high- and low-frequency IRðVÞ

[Fig. 3(b)], which matched the experimental results
[Fig. 3(a)].
To intuitively understand the frequency-dependent spec-

tral line shape change of IRðVÞ, we further examine the
analytical solution to Eq. (3) without bias modulation
[(Vm ¼ 0):

nHðV; tÞ ¼ ðnHðV; t0Þ − nH;∞Þe−ðWL→HðVÞþWH→LðVÞÞðt−t0Þ

þ nH;∞ðVÞ: ð6Þ

Equation (6) indicates that, upon any instant transition rate
variation, the H state probability exponentially approaches
the new equilibrium value, nH;∞ðVÞ, with a decay rate of
WL→HðVÞ þWH→LðVÞ. When the bias modulation fre-
quency is sufficiently low f ≪ WL→HðVÞ þWH→LðVÞ],
nHðV; tÞ decays much faster than the bias variation. Thus,
at any moment during bias modulation, nH can reach its
equilibrium value, nH;∞ (quasistatic approximation), and
nHðV; tÞ takes the form of nH;∞½V þ Vm cosð2πftÞ�. This
approximation characterizes the low-f behavior of IRðVÞ
[Fig. 3(c)] and explains its similarity to IETS: both
modulate the bias slowly and reflect the characteristics
of the equilibrium tunneling current. Their second-order
approximations (both equal to ðV2

m=4Þðd2I=dV2Þ) are
independent of the bias modulation frequencies [25,26].
When the bias modulation frequency is sufficiently high

[f ≫ WL→HðVÞ þWH→LðVÞ], according to the exponen-
tial time response described in Eq. (6), nH does not have
enough time to vary significantly within each bias modu-
lation cycle. Consequently, nH only responds to the dc
components of WL→HðH→LÞ½V þ Vm cosð2πftÞ�. To further
analyze this, we expand the transition rates around the dc
bias V using a Fourier series:

WL→HðH→LÞðV þ Vm cosð2πftÞÞ
¼ WL→HðH→LÞðVÞ þWL→HðH→LÞ;RðVÞ
þWL→HðH→LÞ;fðVÞ cosð2πftÞ
þWL→HðH→LÞ;2fðVÞ cosð4πftÞ
þ…ðhigher harmonic termsÞ: ð7Þ
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FIG. 3. Pyrrolidine rectification spectra at low and high bias
modulation frequency limit. (a) Measured and (b) numerically
calculated rectification spectra of pyrrolidine at two different bias
modulation frequencies (1 kHz and 25 MHz). (c) Comparison
between the analytical solution under the quasistatic approxima-
tion [see Supplemental Material [17], Eq. (S14)] and the 1 kHz
numerical solution. (d) Comparison between the analytical
solution under the nonequilibrium approximation [see Supple-
mental Material [17], Eq. (S16)] and the 25 MHz numerical
solution. The black curves in (c) and (d) represent the difference
between the green and red spectra in the respective figures. The
gray curves are the amplified versions of the black curves
(amplified by 100 times). All red curves have been shifted
vertically for clarity.
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The second dc term in Eq. (7), which is the rectification
term of WL→HðH→LÞ, arises from the nonlinearity of
WL→HðH→LÞðVÞ. This term influences nH and leads to
the observed features in high-f IRðVÞ (nonequilibrium
approximation). By retaining only the dc terms in Eq. (7)
for the IR calculation, we numerically reproduce the
features of the high-f IRðVÞ [Fig. 3(d)].
To study the transition in the line shape of IRðVÞ, we

measured IRðfÞ at four different biases, each showing a step
transition [Fig. 4(a)]. The line shape of IRðfÞ can be described
by a Lorentzian function that peaks at 0 Hz with a critical
frequency, f0, which corresponds to the midpoint of the step
transition. The numerically calculated IRðfÞ, based on
Eq. (3), exhibits the same line shape [Fig. 4(b)]. Thus, we
constructed a Lorentzian expression to characterize IRðV; fÞ:

IRðV;fÞ¼ IRðV;f¼∞ÞþIRðV;f¼0Þ− IRðV;f¼∞Þ
1þðf=f0Þ

:

ð8Þ

The low- and high-frequency limits of IRðVÞ, IRðV; f ¼ 0Þ
and IRðV; f ¼ ∞Þ, correspond to the results obtained from
the quasistatic and nonequilibrium approximations.
In Eq. (8), only the physical meaning of f0 remains

undefined, so we reexamine the exponential time response
in Eq. (6). According to the Fourier transform, an expo-
nential decay in the time domain results in a Lorentzian
response in the frequency domain, with a characteristic
frequency equal to the exponential decay rate divided by
2π. Similar to an RC circuit, a step voltage change causes
an exponential current decay in time, and the current
response to an ac voltage is Lorentzian in the frequency
domain with a critical frequency of 1=ð2πRCÞ. Therefore,
we predict the critical frequency of IRðfÞ to be
½WL→HðVÞ þWH→LðVÞ�=2π.
To verify this relationship, we varied the pyrrolidine

transition rates across a wide range by adjusting the
tunneling gap and found that the total switching rate,
WL→H þWH→L, closely matched 2πf0 [Fig. 4(c)]. The
power-law relationship between f0 and tunneling current
observed in Fig. 4(c) originates from IET-induced single
molecule switching [30–32]. Figure 4(d) shows the high
accuracy between the simplified Lorentzian expression
for IRðV; fÞ [Eq. (8)] and its exact numerical calculation
(with an error of less than 1%), further validating our
analysis. This method for deriving IRðV; fÞ can also be
applied to construct the rectification of nH as a function of
bias modulation frequency and bias (see Supplemental
Material [17]).
Equation (3) has been widely used to describe the

relaxation process of bistable systems [33–35]. The inverse
ofWL→H þWH→L characterizes the system relaxation time
(T1). Using this frequency-dependent IR measurement,
we can further determine T1 with the simple relation
T1 ¼ ð1=2πf0Þ. It is worthwhile to compare this technique
with the conventional T1 measurement method—electric
pulse pump-probe technique [36–38]. In practice, fre-
quency-dependent phase lag and signal loss in electrical
transmission can distort pulse shapes and limit the use of
short pulses, thereby restricting the temporal resolution of
the pump-probe technique.
In contrast, the IRðfÞ measurement uses a sinusoidal

signal, which is less sensitive to phase lag. The frequency-
dependent signal loss can also be calibrated with a
compensation method (see Supplemental Material [17]).
Therefore, compared to the electric pump-probe technique,
the frequency-dependent IR method can measure shorter T1

values using the same electrical setup. Additionally, unlike
electrical voltage pulses, sinusoidal bias modulation is a
pure ac signal that can be introduced into the STM junction
via antenna coupling. Photoconductive antennas can emit
sinusoidal electrical signals up to a few THz [39–41].
Previous studies have shown the successful coupling of
THz radiation into an STM junction (THz-STM) [42,43].
By combining continuous-wave (cw) THz-STM with this
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rectification technique, we expect subpicosecond relaxation
dynamics to be measurable at the atomic scale. A recent
stochastic resonance study on a single iron atom also
observed changes in spin state probability as a function of
bias modulation frequency, claiming it as the sole con-
tributor to changes in dc tunneling current [10]. However,
our theoretical analysis indicates that, at low frequencies,
the first harmonic state probability oscillation also con-
tributes to changes in the dc tunneling current (see
Supplemental Material [17]). Their claim may be a rough
approximation under specific circumstances (e.g.,V ≫ Vm).
Furthermore, they did not establish the relationship between
f0 and relaxation time.
Previous theories of quantum stochastic resonance have

relied on the assumption that the coherence timescale ismuch
shorter than the timescale associated with quantum noise-
induced switching. Because of the limitations in detection
techniques, dynamics occurring on timescales comparable to
coherence have been difficult to resolve in real time—
currently the dominant method for probing switching behav-
ior. As a result, existing theories have remained unchal-
lenged. In this Letter, we establish the foundation for
quantum stochastic rectification, which enables the detection
of extremely fast switching dynamics, potentially down to
the subpicosecond regime—on par with the coherence
timescales of many systems. The physics within this over-
lapping timescale region has not been previously explored,
and our results pave the way for investigating the interplay
between coherence and quantum stochastic resonance.
In summary, we examined the frequency-dependent

rectification of a single pyrrolidine molecule. This fre-
quency dependence arises from the dynamic response of
pyrrolidine conformational switching, driven by inelastic
tunneling electrons. The low- and high-frequency IRðVÞ
results align with the quasistatic and nonequilibrium
approximations. We also developed an analytic expression
to describe the step transition of the stochastic rectification
current in the frequency domain. The critical frequency of
IRðfÞ characterizes the bistable system’s relaxation time
through the relation T1 ¼ ð1=2πf0Þ. This novel technique
enables the measurement of faster relaxation (switching)
processes in bistable systems.
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